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(57) ABSTRACT

A video processing system dynamically adjusts video pro-
cessing prediction error reduction computations in accor-
dance with the amount of motion represented in a set of
image data and/or available memory resources to store
compressed video data. In at least one embodiment, video
processing system adjusts utilization of prediction error
computational resources based on the size of a prediction
error between a first set of image data, such as current set of
image data being processed, and a reference set of image
data relative to an amount of motion in a current set of image
data. Additionally, in at least one embodiment, the video
processing adjusts utilization of prediction error computa-
tion resources based upon a fullness level of a data buffer
relative to the amount of motion in the current set of image
data.
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Figure 1 (prior art)
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RESOURCE EFFICIENT VIDEO
PROCESSING VIA PREDICTION ERROR
COMPUTATIONAL ADJUSTMENTS

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates in general to the field of
information processing, and more specifically to a system
and method for efficiently using video processing resources
by adjusting utilization of prediction error computational
resources in video encoders.

2. Description of the Related Art

The number of electronic devices incorporating multime-
dia technology continues to proliferate. Multimedia technol-
ogy enables a device to use and present multimedia data.
Multimedia data can be used and presented in a variety of
forms including full-motion video, animation, graphics,
audio, and text. Multimedia data can be transmitted to a
variety of devices for use. Such devices include portable
electronic devices such as personal computers, server com-
puters, notebook computers, mobile phones, personal digital
assistants, video playback devices, and any other device
capable of rendering multimedia data.

One of the challenges with digital multimedia relates to
the size of multimedia data and particularly video data.
Uncompressed digital video data in particular requires a
significant number of bits to represent each video frame.
Each video frame can be divided into a number of pixels.
Pixels represent the smallest unit of video that can be
manipulated. Each pixel is represented by a set of bits. For
24-bit color video (8-bits for each of the three color com-
ponents), each uncompressed video frame is, thus, repre-
sented by 24 bits times the number of pixels in each video
frame for a 4:4:4 color format. For example, the relatively
small 4:2:0 video frames of quarter common intermediate
format (QCIF), have 176x144 25,344 luma pixels and
88x72x2=12672 chroma pixels, which requires (25344+
12672)x8 bits per frame for uncompressed video. To avoid
human perceptible flicker and to maintain smooth motion,
video data contains, for example, 30 frames or 60 fields per
second of displayed video and, thus, (25344+12672)x8x30
uncompressed bits/second for QCIF video. It is currently
impractical to transmit and process such a huge amount of
data in a reasonable amount of time.

Digital video compression has become a critical enabling
technology for multimedia storage and transmission.
Because of the huge data rate of raw digital video data,
compression techniques compress a video signal before it
can be transmitted or stored. Differential pulse code modu-
lation (“DPCM?”) and the discrete cosine transform (“DCT”)
are examples of coding technologies proven effective for
successful video compression. DPCM and DCT have
become the standard coding technology for current interna-
tional digital video coding and decoding compression stan-
dards such as the International Telecommunication Union
(“ITU”) H.264, or also called the International Organization
for Standardization/International Electrotechnical Commis-
sion (“ISO/IEC”) MPEG-4 Part 10 Advanced Video Coding
(“AVC”) standard, and other previous H.26x and MPEG-x
standards.

H.264 or MPEG-4 Part 10 AVC utilizes block-based
motion compensation and motion estimation to encode
video data. Video data includes a video sequence of pro-
gressive or interlaced video frames, which may be mixed
together in the same sequence. Each video frame essentially
represents a ‘picture’. When an object has only translational
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motion from one frame to the next, successive frames are
very similar to preceding frames and, thus, exhibit a strong
temporal correlation. The similarity between successive
frames is referred to as “temporal redundancy.” To achieve
compression, the temporal redundancy between adjacent
frames can be exploited.

One embodiment of video compression involves inter-
coding and intra-coding of video frames. At least one of the
frames is “intracoded”, i.e. coded without using information
other than information in the frame itself. Samples in the
‘intra’ frame are predicted using spatially neighboring
samples of previously coded blocks. In addition to being
used as a reference frame, intraframe coding can be used
when frame-to-frame motion other than translational
motion, such as camera pan, zoom, changes in luminance, or
rotational motion, is present. Remaining frames in a
sequence of intraframes are “interceded”.

Intercoding utilizes motion estimation and motion com-
pensation. Motion estimation technology selects one or
more previous or future frames as a reference(s). (Note: the
description below is written in the context of one previous
frame as the reference frame; however, multiple reference
frames can be used.) Motion compensation predicts frames
from one or more reference frames and coding the predic-
tion. Motion estimation is the process of choosing a refer-
ence frame and determining spatial displacement of an
object in a reference frame and a current frame.

One technique of estimating motion uses a block-match-
ing algorithm (“BMA”). Motion estimation examines the
movement of objects in a video frame sequence to determine
motion vectors representing the estimated motion of the
objects. BMAs estimate motion on the basis of rectangular
blocks and produce one motion vector for each block. As
depicted in FIG. 1, block-matching techniques divide an
M-by-N video frame 102 into MxN blocks of pixels 104
[1,1] through 104 [M,N], where “M” and “N” respectively
represent the number of block rows and block columns in
video frame 102. In at least one embodiment, some blocks
overlap each other. The H.264/MPEG-4 Part 10 AVC sup-
port dividing the sets of image data into mxn blocks that
consist of data generally representing at least the luminance
of pixels in each block. The block sizes generally range from
16x16 pixels to 4x4 pixels. A 16x16 set is generally referred
to as a “macroblock™ 106, and smaller sets are partitions of
a macroblock. For example, a 16x16 macroblock can be
partitioned into 16x8 (108), 8x16 (110), and 8x8 (112) and
sub-partitioned into 8x8 (114), 4x8 (116), 8x4 (118), and
4x4 (120) blocks of pixel data. Smaller blocks can provide
enhanced prediction accuracy for a certain video content.
Each frame can be divided into combinations of macrob-
locks, partitioned macroblocks, and sub-macroblock parti-
tions to enhance prediction accuracy while controlling bit
rates needed to code each frame. In at least one embodiment,
the blocks can be of varying sizes.

FIG. 2 depicts frames and object movement used in a
block-matching technique for interceding video data. For
each block in a current frame 202, motion estimation
searches a predetermined block-matching search area 204 of
the reference frame 206 for a block that best matches (“the
best matching block™) the block in the current frame 202.
Motion estimation uses an error measure to identify the best
matching block. The search is generally confined to a subset
of the macroblocks in the reference frame that represent the
anticipated motion range of an object between the reference
frame and the current frame. Motion estimation uses a
motion vector 208 to represent the translation between the
current block and the best matching block. The error mea-
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sure used to identify the best matching block becomes a
prediction error that represents the difference between the
current block and the best matching block. The motion
vector and the prediction error can be efficiently coded at a
far lower bit rate than individually coding each successive
video frame in a sequence of video frames. Thus, interframe
redundancy is removed and data compression is achieved. A
decoder reconstructs each frame from the motion vector,
prediction error, and reference frames.

Researches have investigated several error measures to
determine the best matching block and to describe the
prediction error. The mean absolute difference (“MAD”) is
generally considered to be the most favored. The MAD is
determined from the sum of absolute difference (“SAD”)
divided by the m x n pixels in each block. The SAD is
represented in Equation [1], and the MAD is represented in
Equation [2]:

SAD = [1]

n m n
[residual; ;| = Z Z |current_block, i~ reference_block, j|
=1 j=1

1=

i

J=1

The better the prediction between the current frame and
the best matching block, i.e. the smaller the MAD of the best
matching block, the smaller the prediction error will be, and,
thus, the bit rate for each frame can be smaller. Usually, a
rate-distortion measurement is used in motion estimation to
balance the MAD and the cost of encoding motion vectors.

Sub-integer pixel motion compensation using interpola-
tion can provide significantly better compression perfor-
mance and visual quality than integer-pixel motion compen-
sation. The H.264/MPEG-4 AVC has one-half and one-
quarter pixel resolution for inter-coded macroblocks, i.e. the
accuracy of motion compensation is a half or quarter pixel
distance. If the horizontal and vertical components of the
motion vector are integers, the current object actually exists
in the reference frame in integer pixel position. If one or both
components of the motion vector are sub-integers, then the
current object exists in an interpolated position between
adjacent samples in the reference frame. However, sub-
integer pixel motion compensation comes at an increased
expense of design complexity and computation time.

U.S. Pat. No. 5,757,668, entitled ‘“Device, Method and
Digital Video Encoder of Complexity Scalable Block-
Matching Motion Estimation Utilizing Adaptive Threshold
Termination”, inventor Qin Fan Zhu, filed May 24, 1995,
and issued May 26, 1998 (“Zhu Patent™) observes that the
ultimate goal in practical video compression is not to
minimize the prediction error (also referred to as a “match-
ing error”) but to optimize the coded video quality under
constraints of a given channel bandwidth and processing
power. The Zhu Patent discusses terminating the search for
a best matching block once the matching error is less than a
predetermined threshold. The reasoning behind the Zhu
Patent is that under certain circumstances, finding the best
matching block neither improves the coded picture quality
nor reduces the bitrate. The Zhu Patent identifies a threshold
value T based upon a linear function of a quantization
stepsize QP (also commonly referred to as a “quantization
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4

parameter”) and two coeflicients “a” and “b” as depicted in
Equation [3]:

T=a*QP+b 3]

The coefficients “a” and “b” are monotonically non-increas-
ing function of a processing quota.

QP is a parameter typically used by a video encoder to
regulate how much detail is saved by a video encoder. Video
encoders transform prediction errors into a frequency
domain by a transform that approximates the DCT. QP
determines the step size for associating the transformed
coeflicients with a finite set of steps. Large values of QP
represent big steps that crudely approximate the transform,
so that most of the signal can be captured by only a few
coeflicients. Small values of QP more accurately approxi-
mate the block’s frequency spectrum, but at the cost of more
bits. Thus, when QP is very small, almost all that detail is
retained. As QP is increased, some of that detail is aggre-
gated so that the bit rate drops at the price of some increase
in distortion and some loss of quality. Thus, the threshold T
represents a measure of the quality of video frames.

The Zhu Patent compares the prediction error with the
threshold T. If the prediction error is less than the threshold
T, the search for the best matching block terminates because
continuing the search will result in a nominal improvement
of video quality at best. If the prediction error is greater than
or equal to the threshold T, the motion estimation process
continues searching for the best matching block. Thus, the
Zhu Patent describes how to reduce searches for the best
matching block.

However, prediction error reduction computations by the
encoders and decoders of video processing systems continue
to be very numerous and require a significant amount of
power. Devices with limited computational resources and
power reserves are still often strained by the prediction error
reduction computational requirements of conventional video
data processing.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention may be better understood, and its
numerous objects, features and advantages made apparent to
those skilled in the art by referencing the accompanying
drawings. The use of the same reference number throughout
the several figures designates a like or similar element.

FIG. 1 (labeled prior art) depicts image data divided into
macroblocks, macroblock partitions, and macroblock sub-
partitions.

FIG. 2 (labeled prior art) depicts a block-matching tech-
nique for interceding video data.

FIG. 3 depicts a video processing system with dynamic
prediction error reduction computation adjustment.

FIG. 4 depicts a dynamic prediction error reduction
computation adjustment process performed by a dynamic
computation adjustment module of the video processing
system of FIG. 3.

FIG. 5 depicts a relationship between a minimum sum of
absolute difference determination and motion based thresh-
old.

FIG. 6 depicts a relationship between a minimum sum of
absolute difference determination and resource based thresh-
old.

FIG. 7 depicts an encoder for use in the video processing
system of FIG. 3.

DETAILED DESCRIPTION

A video processing system dynamically adjusts video
processing prediction error reduction computations in accor-
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dance with the amount of motion represented in a set of
image data and/or available memory resources to store
compressed video data. In at least one embodiment, video
processing system adjusts utilization of prediction error
computational resources based on the size of a prediction
error between a first set of image data and a reference set of
image data relative to an amount of motion between a first
set of image data and the reference set of image data. The
relative amount of motion can be indicated, for example,
using motion vectors. Additionally, in at least one embodi-
ment, the video processing adjusts utilization of prediction
error computation resources based upon a fullness level of a
data buffer relative to the amount of motion between the first
set of image data and the reference set of image data.

In at least one embodiment, the prediction error, buffer
level availability, and amount of motion are employed to
adjust utilization of prediction error reduction computation
resources by making adjustments based on a motion based
comparison between the complexity level of a set of image
data and a motion based threshold and/or a resource based
comparison between the complexity level of the set of image
data and a resource usage threshold of the video processing
system. In one embodiment, the set of image data represents
a block of pixel data selected from a video frame. In at least
one embodiment, the complexity level of the image data set
relates to the amount of motion represented in the set of
image. The complexity level of the image data set can be
evaluated by comparing an image data set prediction error
with a motion based threshold. The motion based threshold
can be a variable that depends upon an evaluation of the
motion represented by the image data set. In at least one
embodiment, the resource usage threshold represents a mea-
sure of available resources to perform video processing
prediction error reduction computations. For example, data
buffers generally store compressed video to maintain a near
constant output bitrate. As capacity of the data buffer
decreases, an increasing amount of prediction error reduc-
tion computations may need to be performed to better
compress the video data and, thus, preserve buffer capacity.

Adjustable utilization of prediction error computational
resources can effectively adjust processing time and power
consumption to meet the dynamic needs of the video pro-
cessing system while attempting to preserve processed video
quality. Sub-integer pixel interpolation represents one pre-
diction error reduction computational resource that directly
affects processing time and power consumption. At least one
embodiment of the video processing system determines
whether the video processing performs sub-integer pixel
interpolation or not based upon the motion based compari-
son and/or the resource based comparison. Furthermore, in
at least one embodiment, a user can select whether or not to
use prediction error reduction computation adjustment tech-
nology.

FIG. 3 depicts video processing system 300 then receives
uncompressed video data as input, compresses the video
data, buffers the video data, and provides a video bitrate
stream output. The encoder 302 compresses the video data
by encoding the video data in accordance with, for example,
video encoding standards such as H.264/MPEG-4 AVC. As
previously described, block-matching interceding processes
can use sub-integer pixel interpolation to reduce prediction
error associated with an image data set. Reducing the
prediction error allows for more compression and, thus, a
more compact representation of the image data set. Perform-
ing sub-integer pixel interpolation requires utilization of
more prediction error computational resources than integer
pixel interpolation.
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The video processing system 300 also includes a data
buffer 304 to provide a predetermined bitrate video stream
to a receiving device. Generally, data can be transmitted at
a predetermined bitrate, often a fixed rate. The size of the
compressed video data from the encoder 302 varies depend-
ing upon the amount of compression applied to a particular
set of video image data. Thus, the encoder is able to send a
set of more compressed video image data at an effectively
faster bitrate than a set of less compressed video image data.
The data buffer 304 temporarily stores compressed video
data supplied by the encoder 302 and transmits the buffered
video stream at a predetermined bitrate, which is generally
a constant bitrate.

The coding controller 306 helps insure that the data buffer
304 does not overflow or underflow. The coding controller
306 includes components that determine the rate control of
encoder 302 and selects between an intra coding mode and
an interceding mode. The data buffer 304 provides a buffer
fullness data signal to coding controller 306 that provides an
indication of the current, remaining data capacity of data
buffer 304. If the data buffer 304 becomes overloaded, one
or more frames of video data will generally be skipped. In
an attempt to avoid skipping frames, the rate controller can
adjust the quantization parameter (“QP”) used by the
encoder 302. During the compression process, the encoder
302 transforms the prediction error into a frequency domain
using a transform in H.264/MPEQ-4 AVC, such as an integer
transform that approximates the discrete cosine transform.
The encoder 302 quantizes the transformed coefficients
using quantization step sizes. The quantization step sizes are
directly determined from the QP. Small values of QP more
accurately represent the prediction error, and, thus, provide
a better picture quality. However, small values of QP result
in less compression and, thus, a higher bitrate per frame.
Likewise, large values of QP represent the prediction error
less accurately and, thus, provide a relatively inferior picture
quality with the benefit of a lower bitrate. Thus, the QP, in
general, represents a degree of complexity of the current
video frame. It also follows that the rate controller can
control the fullness of the data buffer 304 by using the QP
to control the bitrate of the compressed video data.

The dynamic prediction error reduction computation
adjustment module 308 (also referred to herein as “dynamic
computation adjustment module 308 for conciseness)
adjusts utilization of prediction error reduction computation
resources in the encoder 302 by, for example, monitoring the
amount of motion in a first set of image data, monitoring the
prediction error between the current set of image data, and
monitoring the fullness of data buffer 304. The first set of
image data is, for example, the current set of image data
being processed. In at least one other embodiment, a user
can manually control the operational status of the dynamic
computation adjustment module 308 via a power save factor
control signal. In one embodiment, the power save factor
control signal selectively enables and disables the dynamic
computation adjustment module 308. The dynamic compu-
tation adjustment module 308 provides a prediction error
reduction computation adjustment signal to the encoder 302
that adjusts prediction error reduction computational
resource utilization of the encoder 302. In at least one
embodiment, the dynamic computation adjustment module
308 controls whether or not encoder 302 performs sub-
integer interpolation on a set of video image data, such as a
frame of video data. Thus, dynamic computation adjustment
module 308 can indirectly control the amount of compres-
sion for a sets of video image data, the bitrate of the
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compressed video data signal, the resolution of the com-
pressed video data signal, and the fullness of data buffer 304.

The dynamic computation adjustment module 308 can be
implemented using hardware, software, or a combination of
hardware and software. In one embodiment, the video
processing system 300 is implemented in software, stored in
a memory, and executed by a processor of video processing
system 300.

Referring to FIGS. 3 and 4, the dynamic computation
adjustment module 308 operates in accordance with the
dynamic prediction error reduction computation adjustment
process 400 (also referred to herein as “computation adjust-
ment process 400 for conciseness). In at least one embodi-
ment, computation adjustment process 400 determines the
prediction error reduction computation adjustment signal
based on the size of a prediction error between a set of
current image data and a reference set of image data relative
to an amount of motion in the first set of image data.
Additionally, in at least one embodiment, computation
adjustment process 400 determines the prediction error
reduction computation adjustment signal based upon a full-
ness level of data buffer 304 relative to the amount of motion
in the first set of image data.

The computation adjustment process 400 evaluates the
complexity of a set of video image data, such as a video
frame, based on the value of QP for the set of video image
data. In at least one embodiment, the complexity of the set
of video image data is determined to be in one of three
groups based on a comparison between QP and two content
complexity values, respectively labeled Content_Complex-
ity_0 and Content_Complexity_1. The number of and values
of the complexity values used by computation adjustment
process 400 is a matter of design choice based on the overall
encoder performance. The content complexity values are
intended to represent a measure of complexity of the image
data. In at least one embodiment, the measure of complexity
indicates an amount of motion between a current set of
image data and a reference set of image data. Content_Com-
plexity_0 and Content_Complexity_1 are set at the respec-
tive boundaries of small/medium motion and medium/large
motion. Content_Complexity_0 and Content_Complexity_1
can be determined, for example, manually and set to pre-
determined, fixed values or dynamically based on actual
measures of video motion.

Initial operation 402 compares QP for the current set of
image data to Content_Complexity_0. If QP is less than or
equal to Content_Complexity_0, operation 404 respectively
sets the variables mul_fac0O, mul_facl, and div_fac to values
M10, M20, and D10. As explained in more detail below, the
values of the variables mul_fac0, mul_facl, and div_fac are
later used by computation adjustment process 400 to deter-
mine a motion based threshold and a resource based thresh-
old. In operation 406, if QP is greater than Content_Com-
plexity_0 and less than or equal to Content_Complexity_1,
operation 408 respectively sets the variables mul_facO,
mul_facl, and div_fac to values M11, M21, and DI11.
Otherwise, operation 410 respectively sets the variables
mul_facO, mul_facl, and div_fac to values M12, M22, and
D12.

Operation 412 determines a resource based threshold
(“RBT”) based on the values of mul_fac0, QP, buffer level
availability, div_fac), and a wvalue of the variable
Power_Save_Factor. The RBT represents a resource avail-
ability based factor used in determining whether prediction
error computational resources of encoder 302 can be
adjusted to reduce or increase the amount of prediction error
reduction computations, such as pixel interpolation calcula-
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tions. The Power_Save_Factor represents the value of the
power save factor control signal. In one embodiment, the
Power_Save_Factor is one of the values in the range from
zero (0) to sixteen (16). Operation 412 sets the RBT in
accordance with Equation [4]:

RBT = Power_Save_Factorx

Buffer_Level Availabilit
(mulffac 0+ (—YJ X QP].

div_fac

Operation 414 determines a motion based threshold
(“MBT”) based on the values of mul_facl, QP, and a value
of the variable Power_Save_Factor. The MBT represents a
motion based factor used in determining whether prediction
error computational resources of encoder 302 can be
adjusted to reduce or increase the amount of prediction error
reduction computations, such as pixel interpolation calcula-
tions. Operation 414 sets the MBT in accordance with
Equation 5:

MBT=Power_Save_Factorxmul-faclxQP [5]-

The variable values established in operations 404, 408,
and 410 make the value of MBT and RBT progressively
higher given a certain buffer fullness level when the com-
plexity of a picture increases.

Operations 416 and 418 determine whether or not to
increase or decrease prediction error reduction computations
of encoder 302. In at least one embodiment, operations 416
and 418 determine whether or not encoder 302 performs
sub-integer interpolation, or a small amount of sub-integer
interpolation. The values of the MBT and, thus, the variable
values from which the MBT is derived, are determined so
that encoder 302 is more likely to perform sub-integer pixel
interpolation as the amount of motion in an image set
increases. Similarly, the values of MBT and, thus, the
variable values from which the MBT is derived, are deter-
mined so that encoder 302 is more likely to perform sub-
integer pixel interpolation as the amount of data buffer
availability decreases.

Operation 416 not only adjusts the amount of prediction
error reduction computations by encoder 302 based upon
motion represented by a set of image data, operation 416
also considers the amount of interceding prediction error.
Thus, if the prediction error is relatively small, then any
increase in image quality due to sub-integer interpolation is
generally nominal at best. To achieve an adjustment deter-
mination based on motion and prediction error, operation
416 compares the minimum sum of absolute difference
(“minSAD”) (determined as in Equation 1) with the MBT. If
the minSAD is less than the MBT, then the amount of
motion represented by the current image data relative to the
prediction error is small enough to decrease prediction error
reduction computations of encoder 302 without significantly
compromising image quality.

FIG. 5 depicts one embodiment of an example relation-
ship between minSAD and the MBT. In the region 502, the
relationship between minSAD and the MBT indicates that
encoder 302 should perform only integer pixel searches
during motion estimation without performing sub-integer
pixel interpolation. In the region 504, the relationship
between minSAD and the MBT indicates that encoder 302
should perform integer pixel searches during motion esti-
mation and perform sub-integer pixel interpolation. Thus, if
the determination in operation 416 is ‘yes’, operation 420
sets the value of the computation adjustment control signal
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to cause encoder 302 to decrease the prediction error reduc-
tion computations. As discussed previously, in at least one
embodiment, decreasing encoder 302 prediction error reduc-
tion computations results in performing only integer pixel
interpolation during block matching motion estimation.

If the MBT is less than or equal to the minSAD, operation
418 determines whether the minSAD is greater than or equal
to the RBT. Operation 418 not only adjusts the amount of
prediction error reduction computations by encoder 302
based upon available memory in data buffer 304, operation
418 also considers the amount of interceding prediction
error and complexity of the current set of image data.

FIG. 6 depicts one embodiment of an example relation-
ship between minSAD and the RBT. In the region 602, the
relationship between minSAD and the RBT indicates that
encoder 302 should perform only integer pixel searches
during motion estimation without performing sub-integer
pixel interpolation. In the region 604, the relationship
between minSAD and the RBT indicates that encoder 302
should perform integer pixel searches during motion esti-
mation and perform sub-integer pixel interpolation.

Operation 418 performs a balancing operation between
the size of the prediction error against the RBT, which
factors in available memory in data buffer 304 and the
amount of motion in the current set of image data. As the
prediction error decreases, video processing system 300 can
tolerate a larger RBT, and, thus, a higher degree of motion
and/or lower available memory in data buffer 304 without
causing memory shortages in data buffer 304 because
decreases in the size of the compressed video data due to
sub-integer interpolation is generally nominal at best. Like-
wise, as the prediction error increases, a larger RBT, and,
thus a higher degree of motion and/or lower available
memory in data buffer, can exceed the memory capacity of
data buffer 304. Accordingly, prediction error reduction
computations, such as sub-integer pixel interpolation, can be
used to reduce the size of the compressed video data stored
in data buffer 304.

To achieve an adjustment determination based on motion
and prediction error, operation 418 compares the minimum
sum of absolute difference (“minSAD”) (determined as in
Equation 1) with the RBT. If the minSAD is less than the
RBT, then the amount of motion and/or the amount of
memory available in data buffer 304 represented by the
current image data relative to the prediction error is small
enough to decrease prediction error reduction computations
of encoder 302 without significantly compromising image
quality. Thus, if the determination in operation 418 is ‘yes’,
operation 420 sets the value of the computation adjustment
control signal to cause encoder 302 to decrease the predic-
tion error reduction computations. As discussed previously,
in at least one embodiment, decreasing encoder 302 predic-
tion error reduction computations results in performing only
integer pixel interpolation during block matching motion
estimation. If the outcome of operation 418 is “no”, then
operation 422 causes encoder 302 to performed increased
prediction error reduction computations, such as an integer
pixel search for block matching and sub-integer pixel inter-
polation. Following operations 420 and 422, computation
adjustment process 400 repeats for the next set of image
data, such as a frame of video data.

Although operations 416 and 418 use the minSAD as a
measure of the prediction error, which also is often repre-
sentative of the complexity of the image data, other mea-
sures can also be used.

FIG. 7 depicts a video encoder 702, which in one embodi-
ment represents encoder 302. The encoder 702 converts the
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uncompressed video input data into a compressed video data
bitstream. The uncompressed video input data is provided to
the intra prediction module 704, the interceding module 706,
and a summer 708. The interceding module 706 includes a
motion estimation component 710 that, in at least one
embodiment, operates as previously discussed to produce a
motion vector (“MV”). The motion vector is used by the
intermotion compensation module 712 and encoded by
entropy coding block 720. The dynamic computation adjust-
ment module 308 operates as discussed above to dynami-
cally adjust video processing prediction error reduction
computations in accordance with the amount of motion
represented in a set of image data and/or available memory
resources to store compressed video data. The mixer 708
determines the difference between the uncompressed video
data and either intra-prediction data or inter-motion data as
selected by the coding controller 306, which includes an
intra/inter mode decision engine and a rate control engine.
Intra-prediction data is coded without using information
outside of information within a video frame. In at least one
embodiment, coding controller 306 selects the intra-predic-
tion data for mixing with the uncompressed video data for
the first frame in a sequence and at random access points.
For all remaining image data, inter motion compensation
data is subtracted from the uncompressed video data.

The difference (or residual) data between the uncom-
pressed video data (original video data) and the predicted
data is transformed by forward transform module 714 using
for example a discrete cosine transform (“DCT”) algorithm.
The coefficients from the DCT transformation are scaled to
integers and quantized by quantization module 716. The
coding controller 306 controls the quantization step size via
the control quantization parameter QP supplied to the quan-
tization module 716. The quantized transform coefficients
are scanned by scan module 718 and entropy coded by
entropy coding module 720. The entropy coding module 720
can employ any type of entropy encoding such as Universal
Variable Length Codes (“UVLC”), Context Adaptive Vari-
able Length Codes (“CAVLC”), Context-based Adaptive
Binary Arithmetic Coding (“CABAC”), or combinations
thereof. The entropy coded transform coefficients and intra/
inter coding information (i.e. either intra-prediction mode or
inter-prediction mode information) are transmitted along
with motion vector data for future decoding. When the intra
prediction module 704 is associated with the current entropy
encoded transform coefficients, the intraprediction mode,
macroblock type, and coded block pattern are included in the
compressed video data bitstream. When the interceding
module 706 is associated with the current entropy encoded
transform coefficients, the determined motion vector, mac-
roblock type, coded block pattern, and reference frame index
are included in the compressed video data.

The encoder 702 also includes a decoder 721 to determine
predictions for the next set of image data. Thus, the quan-
tized transform coefficients are inversed quantized by
inverse quantization module 722 and inverse transform
coded by inverse transform coding module 724 to generate
a decoded prediction residual. The decoded prediction
residual is added to the predicted data. The result is motion
compensated video data 726 which is provided directly to
the intraprediction module 704. The motion compensated
video data 726 is also provided to deblocking filter 728
which deblocks the video data 726 to generate deblocked
video data 730, which is fed into the interceding module 706
for potential use in motion compensating the current image
data.
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The compressed video data bitstream is ultimately pro-
vided to a decoder 732. The compressed video data bit-
stream may be stored or further processed before being
provided to decoder 732. The decoder uses the information
in the compressed video data bitstream to reconstruct the
uncompressed video data. In one embodiment, the encoder
702 and decoder 732 code and decode video data in accor-
dance with the H.264/MPEG-4 AVC video coding standard.

Video coding benefits from the dynamic computation
adjustment reducing the coding processing. Since decoder
732 performs a reverse process of encoder 702, computation
reductions by encoder 702 are shared by decoder 732.

Simulation results indicate that the video processing sys-
tem 300 achieves performance improvements by adjusting
utilization of prediction error computational resources while
maintaining a comparable signal-to-noise ratio (“SNR”)
relative to conventional technology. The following tables
tabulate simulation results when video processing system
300 adjusts utilization of prediction error computational
resources by reducing the number of half and quarter pixel
(also referred to as “pel”) interpolations. The simulation
sequences are standard sequences used to measure encoder
performance. The sequences have varying amounts of
motion. Thus, it is expected that performance improvements
of video processing system 300 are particularly noticeable
for video sequences with relatively small amounts of motion
such as the Akiyo and News sequences. The encoder data for
Table 1 and Table 2 was obtained for Quarter Common
Interchange Format (“QCIF”) (176x144 pixels) at 15
frames/second. The encoder data for Table 3 and Table 4 was
obtained for Common Interchange Format (“CIF”) (352x
240 pixels) at 30 frames/second. CIF and QCIF are common
formats for devices with displays of approximately less than
2-3 inches, such as cell phones and personal digital assis-
tants.

Table 1 represents simulation data obtained using con-
ventional encoder technology for a given coding algorithm
and a given coding configuration. Table 2 represents simu-
lation data obtained using video processing system 300
based on the same given coding algorithm and coding
configuration. The signal to noise ratios nominally differ,
and video processing system 300 achieves an average
40.429% reduction in the number of half/quarter pixel
interpolations performed by video processing system 300 as
well as for a decoder during decoding. Thus, video process-
ing system 300 is able to better utilize encoding resources.

TABLE 1
# of
Composite Lume frames
Sequence bitrate PSNR PSNR coded
Foreman 64.19 30.27 28.9 198
Akiyo 64.3 42.47 41.7 150
Coastguard 64.44 31.37 29.7 150
Container 63.35 38.09 37 149
News 63.66 36.58 35.5 148
Football 64.11 26.09 24.6 131
Average 64.01 33.196 32.90 152.7
TABLE 2
% of
#of  reduction in
Composite ~ Lume frames half/quarter-
Sequence bitrate PSNR PSNR coded pel intp.
Foreman 64.34 30.28 28.9 199 17
Akiyo 64.16 42.1 414 149 79
Coastguard 64.47 31.33 29.7 150 11
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TABLE 2-continued
% of
#of  reduction in
Composite ~ Lume frames half/quarter-
Sequence bitrate PSNR PSNR coded pel intp.
Container 63.17 38.02 36.9 149 51
News 64.4 36.27 35.2 149 65
Football 64.29 26.09 24.6 131 34
Average 64.14 33.074 32.78 152.7 40.429
Table 3 represents decoding of simulation data that was
encoded using conventional encoder technology. Table 4
represents decoding of simulation data that was encoded
using video processing system 300. The signal to noise
ratios nominally differ, and video processing system 300
achieves an average 54.8% reduction in the number of
quarter pixel interpolations performed by the decoder, such
as decoder 732. Thus, encoding video data using video
processing system 300 also improves performance of decod-
ers.
TABLE 3
# of
Composite Lume frames
Sequence bitrate PSNR PSNR coded
Foreman 382.01 33.18 31.94 400
Akiyo 384.42 44.15 434 300
Coastguard 384.1 31.04 29.4 299
Football 374.33 28.46 27 261
Average 381.22 33.074 32.94 152.7
TABLE 4
% of reduction
# of in
Composite Lume frames half/quarter-
Sequence bitrate PSNR PSNR coded pel intp.
Foreman 382.42 33 31.8 400 61
Akiyo 385.45  43.88 43.1 300 83
Coastguard ~ 384.1 31.01 29.4 299 65
Football 373.98 2842 27 261 27
Average 381.49  33.074  32.83 152.7 54.8

Although the present invention has been described in
detail, it should be understood that various changes, substi-
tutions and alterations can be made hereto without departing
from the spirit and scope of the invention as defined by the
appended claims.

What is claimed is:

1. A method of adjusting utilization of prediction error
computational resources of a video processing system dur-
ing processing of video data, wherein the video data includes
multiple sets of image data, the method comprising:

processing the set of image data to generate a prediction

error between a first set of image data and a second set
of image data;
evaluating the prediction error relative to a measure of
motion represented in the first set of image data; and

processing the image data to reduce a prediction error if
one or more conditions of the video processing system
and the evaluation of the prediction error relative to a
measure of motion represented in the first set of image
data indicate a desirability of reducing the prediction
error.
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2. The method of claim 1 wherein one of the conditions
of'the video processing system comprises a fullness measure
of a data buffer that buffers compressed video data.

3. The method of claim 1 wherein one of the conditions
of the video processing system comprises an estimated
measure of an accuracy of the prediction error.

4. The method of claim 1 wherein processing the image
data to reduce a prediction error comprises:

performing sub-integer pixel interpolation of the first set

of image data.

5. The method of claim 1 further comprising:

receiving an input to selectively enable and disable pro-

cessing the set of image data, evaluating the prediction
error, and processing the image data.

6. The method of claim 1 further comprising:

determining if one or more conditions of the video

processing system indicate a desirability of reducing
the prediction error.

7. The method of claim 1 wherein each set of image data
comprises a block of data and the block of data is a member
of the group consisting of: a 16x16 partition of pixel data,
a 16x8 partition of pixel data, an 8x16 partition of pixel data,
an 8x8 partition of pixel data, a 4x8 partition of pixel data,
an 8x4 partition of pixel data, and a 4x4 partition of pixel
data.

8. A non-transitory computer readable medium compris-
ing code stored therein to adjust utilization of prediction
error computational resources of a video processing system
during processing of video data, wherein the video data
includes multiple sets of image data, wherein the code is
executable by a processor to at least:

process the set of image data to generate a prediction error

between a first set of image data and a second set of
image data;

evaluate the prediction error relative to a measure of

motion represented in the first set of image data; and
process the image data to reduce a prediction error if one
or more conditions and the evaluation of the prediction
error relative to a measure of motion represented in the
first set of image data of the video processing system
indicate a desirability of reducing the prediction error.

9. The non-transitory computer readable medium of claim
8 wherein one of the conditions of the video processing
system comprises a fullness measure of a data buffer that
buffers compressed video data.

10. The non-transitory computer readable medium of
claim 8 wherein one of the conditions of the video process-
ing system comprises an estimated measure of an accuracy
of the prediction error.

11. The non-transitory computer readable medium of
claim 8 wherein the code to process the image data to reduce
a prediction error further comprises code to:

performing sub-integer pixel interpolation of the first set

of image data.

12. The non-transitory computer readable medium of
claim 8 wherein the code further comprises code to:

receive an input to selectively enable and disable process-

ing the set of image data, evaluating the prediction
error, and processing the image data.

13. The non-transitory computer readable medium of
claim 8 wherein the code further comprises code to:
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determine if one or more conditions of the video process-
ing system indicate a desirability of reducing the pre-
diction error.
14. The non-transitory computer readable medium of
claim 8 wherein each set of image data comprises a block of
data and the block of data is a member of the group
consisting of: a 16x16 partition of pixel data, a 16x8
partition of pixel data, an 8x16 partition of pixel data, an 8x8
partition of pixel data, a 4x8 partition of pixel data, an 8x4
partition of pixel data, and a 4x4 partition of pixel data.
15. An apparatus comprising:
a processor;
a memory, coupled to the processor, having code stored
therein and executable by the processor to adjust uti-
lization of prediction error computational resources of
a video processing system during processing of video
data, wherein the video data includes multiple sets of
image data, wherein the code is executable by a pro-
cessor to at least:
process the set of image data to generate a prediction
error between a first set of image data and a second
set of image data;

evaluate the prediction error relative to a measure of
motion represented in the first set of image data; and

process the image data to reduce a prediction error if
one or more conditions of the video processing
system and the evaluation of the prediction error
relative to a measure of motion represented in the
first set of image data indicate a desirability of
reducing the prediction error.

16. The apparatus of claim 15 wherein one of the condi-
tions of the video processing system comprises a fullness
measure of a data buffer that buffers compressed video data.

17. The apparatus of claim 15 wherein one of the condi-
tions of the video processing system comprises an estimated
measure of an accuracy of the prediction error.

18. The apparatus of claim 15 wherein the code to process
the image data to reduce a prediction error further comprises
code to:

performing sub-integer pixel interpolation of the first set
of image data.

19. The apparatus of claim 15 wherein the code further

comprises code to:

receive an input to selectively enable and disable process-
ing the set of image data, evaluating the prediction
error, and processing the image data.

20. The apparatus of claim 15 wherein the code further

comprises code to:

determine if one or more conditions of the video process-
ing system indicate a desirability of reducing the pre-
diction error.

21. The apparatus of claim 15 wherein each set of image
data comprises a block of data and the block of data is a
member of the group consisting of: a 16x16 partition of
pixel data, a 16x8 partition of pixel data, an 8x16 partition
of pixel data, an 8x8 partition of pixel data, a 4x8 partition
of pixel data, an 8x4 partition of pixel data, and a 4x4
partition of pixel data.
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